A lot of what we know about past speciation and extinction dynamics is based on statistically fitting birth–death processes to phylogenies of extant species. Despite their wide use, the reliability of these tools is regularly questioned. It was recently demonstrated that vast ‘congruent’ sets of alternative diversification histories cannot be distinguished (i.e., are not identifiable) using extant phylogenies alone, reanimating the debate about the limits of phylogenetic diversification analysis. Here, we summarize what we know about the identifiability of the birth–death process and how identifiability issues can be addressed. We conclude that extant phylogenies, when combined with appropriate prior hypotheses and regularization techniques, can still tell us a lot about past diversification dynamics.

Molecular phylogenies and diversification dynamics

The diversity of life on Earth has arisen from a succession of speciation and extinction events (see Glossary). The rates at which ancestral species give rise to new daughter species (the speciation rate, λ) or go extinct (the extinction rate, μ) reflect underlying ecological and evolutionary processes, and shape species richness over geological timescales. Understanding how these rates have changed through time has long been of interest to evolutionary biologists [1–8]. While the first estimates of speciation and extinction rates were derived from the fossil record, researchers now also widely use dated phylogenies of present-day species (so-called reconstructed (or extant) phylogenies, hereafter referred to as ‘phylogenies’ for simplicity) to study past speciation and extinction dynamics [9–12].

Nee et al. [13] showed, using the homogeneous birth–death (BD) process, that despite extinct species being absent from a phylogeny, extinctions leave a distinctive signal in the timing of branching patterns, known as the ‘pull of the present’. Under the assumption of homogeneous and constant speciation and extinction rates, it is therefore possible to estimate these rates from phylogenies. A wide range of more complex models grounded on the homogeneous BD process have now been developed, and are used to test hypotheses about past diversification dynamics [14–22].

Increasing flexibility of the models brings new issues, however, such as parameters that may not be identifiable. Here, we discuss the identifiability of speciation and extinction rates in a variety of homogeneous BD models, and clarify the theoretical limits that nonidentifiability imposes on phylogenetic diversification analysis. We conclude that although speciation and extinction histories are statistically unidentifiable if the underlying functions are completely unconstrained [23], this does not imply that phylogenies cannot reveal speciation and extinction dynamics [23,24]. We hold that in most practical scenarios, a priori hypotheses, biological knowledge, or statistical regularization can make the problem identifiable.
Identifiability of speciation and extinction rates

To clarify the issue of identifiability, it is useful to make a distinction between asymptotic (or fundamental) and practical unidentifiability. **Asymptotic unidentifiability** corresponds to the case when distinct parameter combinations cannot be told apart, even in the limit of an infinite number of observations; **practical unidentifiability** corresponds to the case when parameters cannot be told apart from the limited number of observations available in practice.

Asymptotic identifiability of the homogeneous BD model

Nee et al. [13] showed that the homogeneous constant rate BD model with complete sampling (i.e., all present-day species are represented in the phylogeny) is asymptotically identifiable. Incomplete sampling can be accounted for by assuming that each extant species is sampled with the same probability \( \rho (\rho < 1) \), but already in this simple extension of the model, if \( \rho \) is a parameter to be estimated, \( \lambda, \mu, \) and \( \rho \) are not asymptotically identifiable [25]. To solve this identifiability problem, the fraction of present-day species represented in the phylogeny is often included as prior information on \( \rho \), which renders \( \lambda \) and \( \mu \) asymptotically identifiable.

Extending the work of Nee et al. [13], Stadler [16] showed that the ‘episodic’ birth–death model (also called birth–death shift, BDS), where diversification rates are piecewise constant (i.e., constant on successive time intervals, or epochs) is asymptotically identifiable. More recently, Legried and Terhorst [26] confirmed this result and showed that it holds even if the epochs are not fixed. However, the BDS model with mass extinction events, that is, including the possibility that sudden (simultaneous) extinction events can occur at the end of each epoch (equivalent to sampling each species with an epoch-specific probability \( \rho_t \), is not identifiable [16].

In the case when \( \lambda(t) \) [or \( \mu(t) \)] is a smooth function of time and not constrained to follow specific functional forms such as the exponential or any other biologically motivated function, Louka and Pennell [23] showed that there is an infinity of ‘congruent’ functions that yield the same likelihood, meaning that this process is not asymptotically identifiable (Box 1).

Practical identifiability of the homogeneous BD model

When applying BD models to real data, a further issue arises: the size of phylogenies is typically not huge. Finite data sizes impose limits to the identifiability of any given model, as the confidence in the parameter estimates decreases with decreasing sample sizes. This is well illustrated by estimates of the extinction rate and the **extinction fraction** \( \rho \), which typically have wide confidence intervals even for asymptotically identifiable models (see, e.g., Table S9 in [16]), such that accurate estimates often require sample sizes that are not achieved in practice. Speciation rates, by contrast, can be estimated with good accuracy on phylogenies of moderate size for the constant-rate BD model [27], as well as for the BDS model if the number of epochs is kept small [16]. Similarly, in BD models with rates that are constrained to follow a specific and simple functional dependency (such as the exponential) to time [14,15] or the environment [28], parameters determining the time or environment dependency of the extinction rate have wide confidence intervals, while those associated with the speciation rate can be estimated with good accuracy [15,28]. In general, by the usual arguments about degrees of freedom, the functional complexity that can be supported by a typically sized phylogeny of a few hundred tips is probably in the order of a few parameters. Thus, practical identifiability alone dictates that we must put constraints on the flexibility of the models used to infer diversification dynamics.

Dealing with practical versus asymptotic identifiability issues

Asymptotic and practical identifiability issues are common in science, and a large set of ideas has emerged to address such problems. Practical identifiability issues are commonly understood as

---

**Glossary**

**Asymptotic (or theoretical) unidentifiability**: a situation when there are distinct combinations of the model parameters that cannot be told apart even in the limit of an infinite number of observations.

**Bias–variance trade-off**: a trade-off between systematic model error due to limited flexibility (bias) and uncertainty of the parameter estimates (variance).

**Extinction**: disappearance of a species, corresponding to the death of its last individual.

**Extinction fraction**: extinction rate divided by speciation rate.

**Homogeneous birth–death (BD) process**: the BD process where speciation and extinction rates are identical across lineages at any time. Rates may vary in time, but not across lineages.

**Identifiability**: when fitting statistical models, identifiability means that any two combinations of parameter values can be distinguished.

**Likelihood**: function of the parameters of a given model that measures the probability of the observations given the model and its parameter values.

**Model misspecification**: a situation when the distribution of data implied by the model (under best possible parameterization) differs from the distribution of data under the true generating process.

**Net diversification rate**: speciation rate minus extinction rate.

**Practical unidentifiability**: a situation when there are distinct combinations of the model parameters that cannot be told apart from the limited number of observations available in practice.

**Reconstructed phylogeny**: estimated phylogenetic tree for present-day species (missing lineages that have gone extinct and are thus unsampled).

**Regularization**: a set of statistical techniques that consist in adding a regularization term (or penalty) to the optimization function (typically the likelihood) to solve an ill-posed problem or avoid overfitting.

**Speciation**: a process by which two populations of the same ancestral species give rise to two distinct descendant species.
manifestations of the **bias–variance trade-off**, which states that model complexity must be adjusted to the data size to minimize the total error (bias + variance) of the inference (Box 2). This can be achieved by a variety of statistical model selection or regularization techniques (Box 2). For example, the practical identifiability of the asymptotically identifiable BDS model (without mass extinctions) can be improved by introducing temporally autocorrelated rates drawn from a Bayesian prior, rendering parameter estimates with time divided in hundreds of epochs identifiable on relatively small phylogenies (200 tips) [29].

Addressing asymptotic identifiability issues, such as the nonidentifiability of the BD model with unconstrained \( \lambda \) and \( \mu \) highlighted by Louca and Pennell [23], is a different problem, as the error of our inference does not decrease with increasing data size. Yet there are approaches for dealing with asymptotic identifiability as well, which we detail in the following sections.
Box 2. Reasons and approaches to select simple models
Deciding between alternative hypotheses through a preference for simplicity is ubiquitous in statistics and the sciences. Mathematically, this is expressed by viewing the evidence in favor of a respective hypothesis (or model, denoted by M) as a combination of:

\[
\text{Evidence} = \text{Likelihood}(M) - \text{Penalty} \times \text{Complexity}(M)
\]

where the penalty term controls the ‘strength’ of the preference for simplicity.

In statistics, the traditional motivation to favor simplicity is based on the bias–variance trade-off, which posits that increasing model complexity reduces the systematic misfit (bias), but at the cost of increasing variance (uncertainty) of the parameter estimates. One can prove that, with limited data, inducing a bias toward simpler models decreases total estimation error (bias + variance), even if the true underlying model is more complex. The complexity penalty is selected to optimize the total error. This logic underlies most frequentist regularization and model selection approaches.

There is a second argument for constraining model complexity, which is independent of the data size and the bias–variance trade-off. This argument, known as the law of parsimony or Occam’s razor, relies on an a priori assumption that natural processes tend to be simple and smooth. The principle of parsimony is not a mathematically provable law, but it underlies centuries of thinking and experience from physics to machine learning, and from philosophy as well (see [61] for a discussion).

When implementing preferences for simplicity, it typically makes no difference if they originate from bias–variance or parsimony principles. The main difference is that in the former the penalty is chosen from the data, such that more complex models are preferred as the data size increases, whereas in the latter the penalty is chosen independent of the data, based on prior beliefs. How to best define complexity is a question of constant debate and development in statistics: we may, for example, decide that a model is simple if it is interpretable, if it involves less parameters, if it prevents fast variations, or yet other criteria. Various statistical regularization techniques implementing these criteria exist. For example, information-theoretical measures (e.g., the Akaike information criterion or Bayesian information criterion, [42,62]) add a direct penalty for the number of parameters, shrinkage estimators such as lasso or ridge or their corresponding Bayesian priors add a penalty on the deviation of model parameters from 0 [52], and statistical smoothers [63] penalize the roughness of the fitted model (as in generalized additive models, see [53,54]).

Reparametrization
A solution to asymptotic identifiability issues is to reparameterize the model with identifiable quantities. For example, in the BD model with incomplete sampling and free ρ (which needs to be considered when total diversity is unknown, which is the case of most microbial and insect groups), the net diversification rate λ − μ and λρ are identifiable. The drawback of this approach, however, is that the reparameterized quantities are often scientifically less interesting. For example, Louca and Pennell [23] suggest estimating the pulled speciation and diversification rates λψ and ρrp instead of λψt and μρt (Box 1), but these pulled rates are difficult to interpret biologically (see [30] for an attempt), which considerably limits their practical utility.

Independent data sources
Another approach to dealing with asymptotic identifiability issues is to add additional, independent data sources. Considerable progress has been made in recent years to use both phylogenetic and fossil data, which is achieved by adding fossil sampling processes to the BD process [31–38]. In the most elaborate versions of these ‘fossilized’ birth–death (FBD) models, two distinct sampling processes are considered: one with rate ψ for fossils with character (or molecular) data, which are included in the tree, and one for simple fossil occurrences without character data. The former process is asymptotically identifiable when λ, μ, and ψ are constant [34], unless samples are removed upon sampling [34,39]. The latter, however, is irrelevant in the case of modeling diversification dynamics, as extinctions and fossilizations are independent processes. As long as samples are not removed upon sampling, the process remains identifiable even if the sampling probability at present ρ is unknown (a case when the process is not identifiable from extant species alone), which illustrates that fossils can alleviate identifiability issues [34].
Despite these encouraging results, more work is needed to determine if and under which circumstances the FBD process is identifiable when \( \lambda, \mu, \) and \( \psi \) vary as piecewise constant or continuous functions of time, to assemble empirical data sets on which to apply FBD models for diversification analyses (the FBD has so far mainly been applied to improve divergence times rather than diversification rate estimates, but see, e.g., [35,40]), to improve their computational efficiency (current implementations limit the applicability of the model to small data sets), as well as to assess whether the inclusion of fossils provides realistic estimates of extinction rates [41] (see Outstanding questions).

**Constraints from a priori hypotheses**

Identifiability issues are more likely to arise the more flexible our models are. Flexibility is put to the extreme by Louca and Pennell [23], who set the task to be able to identify any possible functional forms \( \lambda(t) \) or \( \mu(t) \) from extant phylogenies. A hypothesis-driven research framework limits this complexity by comparing only a small number of alternative a priori ideas about the underlying process [42]. Such a priori hypotheses will usually constrain the functional forms of \( \lambda \) and \( \mu \) and thus render the corresponding BD models identifiable.

The foundational study of Nee et al. [43] followed such a hypothesis-driven philosophy. After demonstrating that their bird phylogeny was incompatible with a constant-rate diversification model and grounded in Simpson’s evolutionary theory of adaptive radiations [44], they hypothesized that rates of cladogenesis might be affected by niche-filling processes. Finding that a diversity-dependent model indeed fitted their data better, they concluded that diversity-dependent cladogenesis was a more plausible scenario to explain the diversification of birds.

This hypothesis-driven approach has inspired more than 30 years of research in phylogenetic diversification analyses [10]. Exponential time dependencies have been used, for example, to mimic early burst patterns expected from adaptive radiation theory [44], or as an approximation to diversity-dependent cladogenesis [45] (see Box 3 for an illustration with the Madagascan vangas, Vangidae). In the context of environment-dependent models, functional hypotheses have often been derived from foundational theories of biodiversity, such as the metabolic theory of biodiversity [18] and MacArthur and Wilson’s theory of island biogeography [20]. Phenomenological models, such as simple linear time or environmental dependencies, have also been used, but typically either as null models [45] or as the simplest way to model the effect of an explanatory environmental variable on evolutionary rates [18]. The primary goal of this research has been to fit, test, and compare diversification scenarios that were defined a priori to reflect different evolutionary hypotheses. Louca and Pennell’s congruent models do not correspond a priori to any evolutionary hypotheses, and would never be considered in a hypothesis-driven model selection procedure in the first place [42] (Box 3).

A drawback of hypothesis-driven research is that the biological conclusions we draw are contingent on the a priori hypotheses we formulate. In particular, our hypotheses typically do not correspond completely to the process underlying the empirical data (the truth). Still, it is usually assumed that if a given hypothesis is statistically supported within a well-chosen set of alternatives, it is likely that this hypothesis is the closest to the truth. Whether this is the case for BD models, considering the existence of a large number of congruent models, remains an open question to be explored in more details (see “The future of phylogenetic-based diversification research” section and Outstanding questions).

**Constraints on complexity and statistical regularization techniques**

Even in the absence of additional data or a priori hypotheses, there are certain philosophical, statistical, or information-theoretic principles that may allow us to prefer some congruent solutions over others.
For example, a widely accepted scientific method of deciding between alternative explanations is the principle of parsimony (or Occam’s razor, Box 2). If we follow this traditional thinking in science, when several explanations with different degrees of complexity are asymptotically unidentifiable, we should prefer the simplest, which is most probably true, all other things being equal. A possible solution to the identifiability issue highlighted by Louca and Pennell [23] consists then in selecting the simplest diversification scenario in a congruence class. This preference for simplicity is distinct from the problem of optimizing complexity to avoid overfitting in the case of finite data, and applies to the case of infinite data as well. Quantifying and penalizing complexity can be challenging, but it is a classical problem that can be addressed with a variety of statistical regularization techniques (Box 2).

Penalizing complexity is just one example of a more general class of regularization techniques that add additional constraints to solve an ill-posed (e.g., asymptotically unidentifiable) problem [46]. Constraints can also come from prior biological knowledge, information theory or model selection principles, added in the statistical inference in the form of shrinkage estimators [47], or as priors in the case of Bayesian inference (Box 2). For example, as shown by May et al. [19], using Bayesian priors that represent the prior belief that on average 10% of species survive a mass extinction event in the BDS model with mass extinction events (an asymptotically unidentifiable model) allows distinguishing rate shifts from mass extinction events. This example provides a clear counterexample to the conclusion of Louca and Pennell that regularization cannot solve asymptotic identifiability issues (see S2.2 in [39]). Another well-known example in phylogenetics is the dating of divergence times: substitution rates and time are asymptotically unidentifiable with only sequence data from extant species, but Bayesian priors on divergence times (e.g., informed by fossils) combined with relaxed clock models solve this issue (see, e.g., Figure 1 in [48]).

Box 3. Diversification of the Madagascan vangas

We illustrate hypothesis-driven research by performing an analysis of the diversification of the Madagascan vangas (Vangidae) using the logic that would be applied in the field [64], but simplified for illustrative purposes. We hypothesize that diversification followed an ‘early burst’ pattern [85], with fast speciation at the origin of the group and subsequent slowdown, rather than constant-rate diversification. The early burst pattern, related to the idea of adaptive radiations [44], is modeled by an exponential decay of the speciation rates through time, used as an approximation of diversity dependence. We also consider the hypothesis that a substantial number of extinction events occurred during the diversification of this group. Among the four corresponding models, the model with an exponentially declining speciation rate \( \lambda(t) = \lambda_0 e^{-\alpha t} \) (time \( t \) is measured from the present to the past), with speciation rate at present \( \lambda_0 = 0.018 \), rate of decline \( \alpha = 0.1 \), and no extinction \( \mu(t) = 0 \), noted M, is best supported by the data (see Table S1 in the supplemental information online). We conclude that the hypothesis of early burst diversification with negligible extinctions is the most likely of the four hypotheses we considered.

To better grasp the nature of congruent models, we explore models congruent to our best model M (see Text S1 in the supplemental information online). First, we choose the extinction function to be a constant \( \mu_1(t) = \mu_2 \) and compute \( \lambda_1(t) \). Second, we choose the speciation function to be a constant \( \lambda_2(t) = \lambda_0 \) and compute \( \mu_2(t) \). We find (see Text S1 in the supplemental information online): Figure 1; here we take \( \rho = 1 \) as the tree of the Madagascan vangas is complete [64]:

\[
\lambda_1(t) = \frac{\lambda_0 e^{-\rho t} e^{(\alpha + \mu_2) t} e^{\rho \alpha t}}{1 + \lambda_0 e^{-\rho t} \int_0^t e^{(\alpha + \mu_2) s} e^{\rho \alpha s} ds}
\]

and

\[
\mu_2(t) = \lambda_0 - \alpha - \lambda_0 e^{\rho t}
\]

The biological interpretation of these models and of their parameters is not obvious. The equation for \( \mu_2 \) looks more interpretable at first, but it expresses the temporal change and the extinction rate at present through the same parameter \( \alpha \), which means that a positive extinction rate at present (\( \alpha < 0 \)) will force extinction rates to decline over time. Here M* infers negative extinction rates, and is therefore not plausible (Figure 1). M** infers a decline in speciation rate from the origin of the group to the present for extinction rates \( \mu_2 \) ranging from at least 0.05 to 0.3, consistent with our previous results (Figure 1). While rate estimates do vary substantially, the general temporal trend is preserved.
The future of phylogenetic-based diversification research

The asymptotic nonidentifiability of the homogeneous BD process led Louca and Pennell [23] to conclude that phylogenetic-based diversification research should switch from a focus on speciation and extinction rates to a focus on the identifiable pulled rates. Yet, scientists interested in testing specific evolutionary hypotheses would have a hard time formulating their hypotheses in terms of these quantities, which do not correspond to a particular biological mechanism. Moreover, estimating these rates from limited-size phylogenies is still a challenging task (see Text S2 and S3 in the supplemental information online).

Instead of abandoning the goal of developing models with explicit hypotheses on speciation and extinction rates, we argue to put more efforts in using all available data (including fossil data), and testing how robust the inference from these models really is in practice, when using either a hypothesis-driven research approach or appropriate statistical regularization techniques (Figure 1). In this area, two key questions remain: how robust are biological conclusions in practice, when we use a hypothesis-driven research framework, given the existence of congruence classes? And can parsimony considerations or other regularizing techniques successfully shrink solutions in the congruence class toward the truth? The answer to these questions depends on the nature of congruence classes, for example, on whether congruence classes typically contain a wide range of disjunct models that all correspond to reasonable biological hypotheses, or that have similar parsimony/regularization properties, which remains to be explored by future research.

Figure 1. Diversification of the Madagascan vangas as inferred from congruent models. The black curves represent the dynamics of speciation (solid line) and extinction (dashed line) corresponding to our best-fit model M (exponential decline in speciation rate, nonsignificant extinctions). The colored curves illustrate the rate dynamics of congruent models that were obtained by (A) fixing increasing values of a constant extinction rate (M₁*) and (B) fixing the speciation rate to λ₀ (M₂*). In the case of constant extinction (A), we can choose any value for μ₀ and find λ₁ (t) (so there is an infinity of congruent models), while in the case of constant speciation (B), λ₀ needs to be taken equal to the λ₀ of model M, as two congruent models necessarily have the same speciation rate at present if ρ is fixed [23] (so there is only one congruent model). Note that M₁* infers a speciation rate decline regardless of the assumed extinction rate and that M₂* infers biologically implausible negative extinction rates. See also Figures S1 and S2 in the supplemental information online. Abbreviation: Myr, million years.
We can think of several ways to explore these questions, such as (i) Studying the geometric properties of congruence classes mathematically, as Louca and Pennell have started to do but without definitive conclusions (see S.1.8 in [23]). This would help make the regularization choices most likely to render the models identifiable. (ii) Simulating phylogenies under general eco-evolutionary models [49–51] and checking whether the application of a hypothesis-driven framework (with well-chosen a priori hypotheses) selects the hypothesis that best captures a given simulated scenario; in comparison to the simulation analyses that are already usually performed to evaluate the power and type I error rates of newly developed methods, in which simulations correspond exactly to one of the fitted models, this requires using less idealized simulation models representing the eco-evolutionary processes that shape diversification dynamics. (iii) Pursuing current efforts to develop regularized models, as detailed in the following paragraph, and using eco-evolutionary simulations [as in (ii)] to check whether these models provide estimates of speciation and extinction rates that approach simulated rates.

Moreover, in real applications, practical identifiability is often as much a problem as asymptotic identifiability. Given that regularization can solve practical as well as asymptotic identifiability issues, developing suitable and biologically motivated regularization approaches that act directly on speciation and extinction rates seems more promising to us. Such approaches have already started to be developed (e.g., [19,29]), and including further general ideas from statistics and machine learning, for example, the fused lasso [52] or generalized additive models [53,54], could lead to further advances (Box 2).

The problems as well as their solutions discussed here are likely not limited to homogeneous BD models. In recent years, models with diversification rates that vary across lineages have been...
developed to understand why some groups of organisms are richer than others and to avoid biased inferences linked to model misspecification [15,55–59]. Unlike for the homogeneous BD model, for which all topologies are equally likely and therefore only branching times are informative, both branch times and topology are informative in the case of heterogeneous BD models. Despite this additional source of information, it is very likely that models with heterogeneous rates are asymptotically unidentifiable in the absence of any constraint. Working with biologically interpretable speciation and extinction rates has helped regularizing this problem, for example, by favoring rare rate shifts with large effects corresponding to the invasion of new ecological space [55–57] or by favoring frequent shifts with small effects corresponding to heritable rates, formalized by regularization in the form of autocorrelated Bayesian priors [59,60].

Concluding remarks

Identifiability issues naturally arise in approaches that try to infer the potentially unlimited complexity of historical processes from limited contemporary data, and inference of past diversification history from phylogenies of present-day species is no exception. These identifiability issues are one of the reasons why scientists adhere to hypothesis-driven research, use parsimony or regularization principles, or integrate multiple data types. Phylogenetic-based diversification analyses have already adopted these methods in the past, and need to pursue this effort to provide increasingly robust tools for understanding past diversification histories from the data that are available today (see Outstanding questions).
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Outstanding questions

Does the inclusion of fossils render the BD model with time-variable speciation λ and extinction μ rates identifiable in the absence of constraints on the temporal variation of λ and μ?

Does the inclusion of fossils provide realistic estimates of extinction when applying the BD model to empirical data?

Will reasonable priors or regularization techniques that are based on standard biological, statistical, or information-theoretic arguments render λ and μ fully identifiable? Will they provide solutions that are close to the truth?

What is the best technical/computational approach to include regularization techniques in BD models?